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Abstract

With the emergence of drug-resistant viral strains, effective characterization

of an antiviral drug’s efficacy against a specific viral strain is important. A com-

monly used method in characterizing the effectiveness of an antiviral drug against

a particular strain of virus is by measuring the IC50. The IC50 is defined as the

concentration of drug necessary to inhibit half of a particular viral effect in vitro.

However, there are problems associated with using existing methods in estimating

the IC50. One problem involves the time at which experimentalists decide to take

measurements in calculating the estimate of the IC50. Because of this, the estimate

of the IC50 for any given drug-strain pair could vary widely between laboratories.

Also, there are discrepancies between the experimentalist’s definition of the IC50,

and the mathematical modeller’s definition of the IC50. Most experimentalists

would consider the IC50 as the drug concentration required to halve the popula-

tion of what you are measuring e.g. virus [5] or dead cells [13]; the IC50 then would

only be relevant at the macroscopic level. The modeller’s definition of the IC50

assumes that the drug affects the interaction between the virus and the cell, and

that the IC50 is the drug concentration needed to halve some effect at the micro-

scopic level e.g. the rate at which virus is produced by an infected cell. It would be

advantageous to have an experiment where the estimate of the IC50 can be reliably

calculated so that laboratory measurements would yield more consistent results,

and where there is minimal difference between the experimentalist’s IC50 and the

modeller’s IC50 for a specific drug-strain pair. In this thesis, both problems are

considered using a theoretical and mathematical technique.
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Chapter 1

Introduction

In recent years, influenza has received a lot of media attention, featuring avian

influenza (H5N1) and its potential to be transmitted from avian species to mam-

malian species including humans [8], the emergence of swine-origin H1N1 last year,

and the growing trend of influenza strains becoming resistant to existing antiviral

drugs [9]. On June 11, 2009 only two months after the first human infections with

a novel influenza A (H1N1) virus of swine origin were reported by Mexico and

the United States, the World Health Organization declared the first influenza pan-

demic of the 21st century [9]. Since vaccines can not be prepared quickly enough

in the event of a pandemic, due to the lengthy processes involved in testing and

manufacturing [7], other measures of control are needed to contain a pandemic

at its earliest phases. In a pandemic, antiviral drugs are our first line of defense

against new influenza strains both in prevention and in treatment [2]. They can

be highly effective in prophylaxis, and shorten the duration of illness by up to 1.5

days when used in treatment [4, 11]. Since there is a heavy reliance on antiviral

drugs to counter infections during the initial stages of a pandemic, characterization
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CHAPTER 1. INTRODUCTION

of a virus strain’s resistance to a particular antiviral drug is important.

Currently, there are two classes of antiviral drugs available for use against

influenza: adamantanes e.g. amantadine and rimantadine, and neuraminidase in-

hibitors e.g. oseltamivir and zanamivir. The former are limited in activity to

influenza A viruses, whereas the latter are active against influenza B viruses as

well [6]. Adamantanes are commonly known as M2 inhibitors because they act by

inhibiting the action of the M2 protein channels. The M2 channel of the influenza

A virus is a pH-activated proton channel that mediates acidification of the interior

of viral particles entrapped in endosomes [18]. Thus, an M2 blocker will prevent

the virus capsule from opening and start replication after cell entry. The use of

adamantanes can cause the influenza virus to acquire a mutation which will cause

the M2 protein to become resistant to these drugs without losing its regular activ-

ity [3]. The mutated virus will be resistant to these drugs, and even in the presence

of adamantanes the virus will be able to release the viral proteins for replication.

In the United States, the frequency of the adamantane-resistant influenza during

the regular influenza season at the beginning of 2004 was 1.9%, between 2004 and

2005 it escalated to 14.5%, and at the beginning of 2006 it reached frequency of

92% [19].

Neuraminidase inhibitor drugs oseltamivir (Tamiflu) and zanamivir (Relenza)

work by inhibiting one of the key surface proteins of the influenza virus, the neu-

raminidase, which in turn decreases the ability of the virus to infect other cells

in the respiratory tract [3]. The neuraminidase plays a vital role during the fi-

nal stages of virion budding from infected cells; if the neuraminidase enzyme is

inhibited, newly produced virions are not released from the surface of the cell

which produced them [3]. The neuraminidase viral enzyme cleaves the terminal
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CHAPTER 1. INTRODUCTION

sialic acid from the cellular receptor, to which newly formed virions are attached.

This cleavage releases the progeny virions from the infected cell, enabling them to

infect other cells [3]. By blocking this releasing mechanism, the virus completes

replication only once, preventing further infection [16]. Our reliance on these two

drugs has intensified because of extremely high levels of resistance with influenza

viruses to the other class of antiviral drugs, the adamantanes [3, 6]. Oseltamivir

and zanamivir are the most widely-used drugs and are effective against influenza

A and influenza B infections [12].

After the introduction of widely-used antiviral drugs, drug-resistant virus strains

began to emerge [12, 17, 19]. Because influenza viruses can mutate at high frequen-

cies and evolve rapidly, the genotypes encoding drug resistance can arise rapidly

[3]. Drug resistant genotypes may be at an advantage in hosts where the drug

is present and may become the dominant genotypes under these conditions [17].

Therefore, in treated infections, the drug will be less effective against drug-resistant

strains of virus versus virus that do not have the mutation confering resistance to

the drug. The measure of drug resistance of a particular virus is a relative value

rather than an absolute value; this means that the drug-resistance of a particu-

lar strain of influenza is only useful in comparison with that of another strain of

influenza.

A measure of the degree of resistance can be obtained by determining an esti-

mate of the 50% inhibitory concentration (IC50) of a specific antiviral drug against

a given viral strain. The IC50 is the drug concentration needed to inhibit half of a

particular effect [14]. For example, if the same drug is used on both virus A and

virus B, and the estimate of IC50 for virus A is 0.3 nM, whereas the estimate of

IC50 for virus B is 0.1 nM, one can say that virus B is more sensitive to the drug
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CHAPTER 1. INTRODUCTION

than virus A because less of the same drug (one-third less in this example) can be

applied to virus B to obtain the same biological effect as with virus A. This also

means that virus A is mildly resistant to the antiviral drug compared to virus B

because more of the drug would be required to yield the same effect.

There are two main methods for characterizing the estimate of the IC50 of

an antiviral drug against a specific viral strain. In the biology community, most

experimentalists would identify the estimate of the IC50 as the concentration of

drug that would halve the population of what you are measuring e.g. virus, fraction

of dead cells. In this sense, the estimate of the IC50 would only be relevant on a

macroscopic scale.

Mathematical models are useful in helping researchers analyze experimental re-

sults and comprehend the meaning behind the results of experiment. Constructing

mathematical models of experimental procedures allows us to better understand

what experiments are truly measuring and how their results may vary for the

same drug-strain pair. As a result, mathematical models are a useful tool in sup-

plementing experiments, and can assist researchers in implementing changes to

their experimental methods and procedures, and to improve their relevance and

accuracy. In a mathematical model, the IC50 is defined at the level of the virus-cell

interaction, for example, the amount of drug required to halve the virus production

of a cell. This definition of the IC50 assumes that a drug acts at the microscopic

level of interaction between virus and cell, and that the IC50 is a measure of the

drug concentration necessary to halve some effect at that level.

Because the estimate of the IC50 is a common method used to compare the

resistance of different strains of virus, and consequently the effectiveness of antiviral

drugs against resistant and sensitive strains of virus, the techniques used to extract
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CHAPTER 1. INTRODUCTION

the estimate of the IC50 should be reliable. However, there is speculation that in

many cases the estimate of the IC50 found from different experimental technniques

are erroneous due to various factors; one example would be the measurement time.

This is significant because this would imply that some previous conclusions drawn

from the estimate of the IC50 on the resistance of assorted strains of virus could

be incorrect.

The purpose of this thesis is to determine to which extent experimentally-

derived estimates of the IC50 fluctuate as a result of different experimental factors,

such as measurement time. Also, it would be of interest to propose an experimental

method where the discrepancies between the experimentalists’ and the modellers’

definition of the IC50 would be minimal.
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Chapter 2

Materials and Methods

2.1 The mathematical model

A set of ordinary differential equations were used to simulate the dynamics of

experimental influenza infections in vitro. The delay model utilized consists of

the number of cells in the target, latently-infected phase, productively-infected

phase, and the viral titer [1]. Cells in the target phase are uninfected, and would

eventually become infected and move into the latently-infected phase of infection.

Cells in the latently-infected phase are awaiting the moment in which they become

cells that produce virus. Cells in the productively-infected phase are actively

producing virus. This model can be mathematically represented in the following
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CHAPTER 2. MATERIALS AND METHODS

way,

dT

dt
= −βTV (2.1)

dL

dt
= βTV − L

τL
(2.2)

dI

dt
=

L

τL
− I

τI
(2.3)

dV

dt
= (1− ε)pI − cV (2.4)

where β is the rate at which target cells, T , are infected by the virus, V , and enter

the latently-infected state, L. After an average time τL, the latently-infected cells,

L, become productively-infected, I. Productively-infected cells, I, produce virus,

V , continuously at rate p, and eventually die from viral cytotoxic effects after

producing virus for an average time τI . Finally, virus is cleared at a rate, c, as it

gradually loses infectivity. Neuraminidase inhibitors affect the rate at which virus

is released from cells in the productively-infected phase. In our model, there is no

distinction between virus production and virus release; therefore neuraminidase

inhibitors are modelled as acting on the viral production rate, p, with an efficacy

0 ≤ ε < 1. The relationship between drug efficacy, ε, and drug concentration, D,

is captured using the εmax model, namely

ε =
εmaxD

D + IC50

(2.5)

where D is the drug concentration, εmax is the maximum or the saturation efficacy

of the drug, and IC50 is the drug concentration at which drug efficacy is half

its maximum value. Over the course of experiments, the drug concentration is

considered to be more or less constant. So in our simulations, D is fixed over time
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CHAPTER 2. MATERIALS AND METHODS

Name Value

β 3.2× 10−5 (TCID50/mL)−1 · d−1
τL 6 h
τI 4.56 h
p 4.0× 10−2 (TCID50/mL) · d−1
1
c

4.56 h
IC50 2.8 nM
εmax 1.0

Table 2.1: Value of the model’s parameters. The influenza kinetic parameters
(above the line) were taken from Table 3 of Baccam et al. [1]. Parameters relating
to the drug’s efficacy (below the line) were chosen to represent a realistic example
for treatment with zanamivir [5].

for a given simulation. When drug is added through ε, a theoretical estimate of the

IC50 of 2.8 nM is used. This value was obtained from the experiments performed

by Eichelberger et al. [5], and will serve as a reference value for all simulations

for the treatment of an in vitro infection with A/Memphis/14/98 (subtype) with

zanamivir.

Two common experiments for the measure of the IC50 estimates were simu-

lated, both of which were initiated under the same circumstances: infections start

as a result of an inoculation of infectious virus, and the initial conditions are

T0 = 4× 108 cells, L0 = 0, I0 = 0, V0 = 7.5× 10−2 TCID50/mL. For all of the

parameters and initial conditions, we used values for the delay model presented in

Table 3 of the Baccam et al. paper [1], listed here in Table 2.1.

In the first type of experiment modelled, the amount of virus at a particular

measurement time is measured. In the second type of experiment, the fraction of

dead cells are sampled at a particular measurement time. The fraction of dead

8



CHAPTER 2. MATERIALS AND METHODS

cells at any particular time can be computed using the following equation:

fraction of dead cells = 1− Tt + Lt + It
T0

(2.6)

where Tt is the number of target cells at a particular measurement time, t, Lt is

the number of cells undergoing the latently-infected phase at a particular measure-

ment time, It is the number of cells that are productively-infected at a particular

measurement time, and T0 is the initial number of target cells present in the ex-

periment. In each case, the IC50 is estimated by comparing the results, either the

virus concentration or the fraction of dead cells at the time they are measured,

over a wide range of applied drug concentrations, D.

The set of ordinary differential equations in the delay model are solved by

using the lsode solver in Octave. The lsode function returns a matrix of values

for the remaining number of target cells, the number of cells in the latently-infected

phase, the number of productively-infected cells, and the viral titer for select times

post-infection.

All the scripts used in this project were developed by me with some assistance

from Dr. Catherine Beauchemin and Dr. Ben Holder.

2.2 Single cycle growth

A new method for estimating the IC50 from in vitro experiments is proposed,

using single cycle viral growth. The single cycle growth method is able to give

an accurate estimate of the drug’s efficacy on ρ but not on the other parameters.

Because of this limitation, the single cycle growth experiment is not suitable for
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CHAPTER 2. MATERIALS AND METHODS

estimating the IC50 of an M2 inhibitor. Single cycle growth can be simulated with

the delay model [1], however adjustments have to be made to the model so that

the characteristics of a single cycle growth will be shown by the model. For the

simulations, the initial conditions for single cycle growth are that all the cells are

in the productively-infected phase:

dI

dt
= − I

τI
(2.7)

dV

dt
= ρI − V

τV
(2.8)

The above equations can be rearranged into a linear non-homogeneous ordinary

differential equation,

dV

dt
+ cV = ρNe

− 1
τI (2.9)

In this equation, c is the clearance rate of viruses, V is the initial viral titer, where

ρ is equal to (1 − ε)p and p is the viral production rate, N is the number of

productively-infected cells (which is all the cells), and τI is the average time of

virus production of an infected cell.

There are two different scenarios of single cycle growth that could be simulated,

one involves neglecting viral clearance and productively-infected cell death, and the

other involves neglecting only cell death.

When viral clearance of virus, c, and productively-infected cell death, 1
τI

are

neglected, the equation is easily integrated as

dV

dt
= ρN ⇒ V (t) = V0 + ρNt (2.10)
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CHAPTER 2. MATERIALS AND METHODS

When only productively-infected cell death is neglected, the equation above can

be solved (see Appendix A for full solution) as:

V (t) = V0e
−ct +

ρN

c
(1− e−ct) (2.11)

Here, V0 represents the initial number of viruses, this term can be ignored because

the original viruses used to infect the cells are removed prior to the beginning of the

experiment, therefore this term can be set to zero. This would then result in the

following equation which will be used to simulate a single cycle growth experiment.

V (t) =
ρN

c
(1− e−ct) (2.12)
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Chapter 3

Results and Discussion

In this chapter, the mathematical model (a set of ordinary differential equations)

is applied to simulate two different experimental systems, one will utilize viral titer

in estimating the IC50, and the other will estimate the IC50 from cell death. In each

simulation, a theoretical estimate of the IC50 of 2.8 nM is inserted into the εmax

model, and its effect is applied to virus production. Using the mathematical model,

variations between the measured estimate of the IC50 at different measurement

times will be analyzed. Moreover, the outcome of the experimentally measured

estimate of the IC50 is investigated to see if it corresponds to the theoretical IC50

input into the model.

3.1 Estimating the IC50 from virus produced in

viral yield experiments

There are an assortment of methods used in measuring viral titer, the majority

require staining of the virus. Viral specimens can be negatively stained and ex-
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CHAPTER 3. RESULTS AND DISCUSSION

amined in an electron microscope for the presence of virions [3]. However, there

are limitations to this approach because of the high costs of the equipment, and

the limited sensitivity of stains that are currently available. Most stains that

are available have a minimum detectable concentration of virions of approximately

1,000,000/mL [3]. One method for counting the number of virus present is by quan-

tifying the neuraminidase activity that occurs when virus particles emerge from

infected cells [15]. One such technique involves the use of a fluorescent substrate,

methyl-umbelliferyl-N-acetyl neuraminic acid (MU-NANA) that can quantify the

neuraminidase activity, as demonstrated in the experiments performed by Eichel-

berger et al. [5]. The neuraminidase activity is one way to measure viral titer since

the activity should be proportional to the number of virions.

One method used in estimating the IC50 of an antiviral drug for a specific viral

strain is by detecting the amount of virus in the presence of various concentrations

of the drug, and in the absence of the drug. When drug concentration increases,

a reduction in viral titer occurs; thus, a decrease in viral titer as a consequence of

the addition of an antiviral drug is one way to characterize the efficacy of a drug.

The effect of different concentrations of drug on viral titer is shown in Figure 3.1a,

using the parameters from Table 2.1, and the mathematical model. In Figure

3.1a, the viral titer peaks between the second or third day post-infection in the

absence of drug. As the drug concentration increases from zero to a concentration

corresponding to the theoretically applied IC50 (2.8 nM) of the drug, the peak of

the viral titer is reduced, and the growth of the virus is delayed. The dotted line

in the graph represents an example of a measurement time at which the viral titer

is taken.

The estimate of the IC50 is typically defined experimentally as the amount of

13
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drug required so that the viral titer at the chosen measurement time, e.g. 48 h

post-infection, is half that in the absence of any drug. Using the data in Figure

3.1a as an example, it is possible to plot the viral titer at 48 h as a function

of drug concentration, as shown in Figure 3.1b. In this example, the viral titer

measurements are taken at 48 h because it is prior to when the viral titer curves

begin to peak; this is crucial because if measurements were to be taken at times

after the viral titer peaks (when viruses start to undergo clearance), it could result

in misleading and erroneous outcomes. From this graph, the estimate of the IC50

corresponds to the drug concentration at which the normalized viral concentration

is halved (i.e. equal to 0.5), and the estimate of the IC50 is approximately 0.3 nM.

Figure 3.2a shows the results of the simulation using a continuous range of

drug concentrations, for six different measurement times. Each curve represents a

measurement time at which the estimate of the IC50 may be extracted. It is obvious

that the estimates of the IC50 would not be the same if the samples of viral titer

were to be taken at different measurement times. At later measurements, the graph

shifts toward the right. This indicates a decrease in the estimate of the IC50. In

comparing the estimate of the IC50 taken at the earliest measurement time of 8 h,

which was about 2 nM, to that of a later measurement time at 48 h which had an

IC50 value of around 0.2 nM, one would observe a difference of about one order of

magnitude between the two estimates of IC50.

When more frequent samples of the viral titer are taken for different measure-

ment times, a functional shape for how the estimate of the IC50 varies as a function

of the measurement time emerges as shown in Figure 3.2b. The estimate of the

IC50 for various measurement times from Figure 3.2b further supports that pre-

sented in Figure 3.2a, by demonstrating how the estimates of the IC50 decline when

14
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the measurements of viral titer are taken at later times. This reinforces the idea

that the estimate of the IC50 is dependent on the measurement time chosen by the

experimentalist to sample the viral titer in estimating the IC50.

3.2 Estimating the IC50 from infection-induced

cell death in viral yield experiments

The cytopathic effect (cell death) induced by a viral infection, is a determinant for

the proliferation of viruses [10]. One method in measuring cell death involves a

cell based luminescence assay utilized for screening the amount of live cells or cell

viability in the culture [13]. When the viral titer increases, there will also be an

increase in cytopathic effects in the culture.

In a typical viral infection, the viral titer will increase over time as an increas-

ing number of target cells become infected and begin to actively-produce viruses.

When the viral titer rises, it is followed by an increase in the fraction of dead cells.

At the initial phase, there are no dead cells present because the majority of cells in

the culture will still be target cells, and the cells that have become infected with

the virus would be progressing through the latently-infected, and actively produc-

ing virus phase of infection; thus, little or no cytopathic efffect would be detected

early on in the infection. But as the infection continues, the fraction of dead cells

will gradually increase. Ultimately, all cells within the culture will die.

Figure 3.3 shows the simulated increase in the fraction of dead cells over time

when a variety of drug concentrations are applied, using the mathematical model

and parameters from Table 2.1. As the drug concentration increases, less virus is

produced by the infected cells. Because of the reduction in the viral titer, it will
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Figure 3.1: Characterizing the effect of antiviral treatment from viral titer mea-
surements. a) The effect of different antiviral drug concentrations on virus con-
centration; the applied drug concentration is defined relative to the IC50 of the
antiviral drug for that influenza strain. The vertical dotted line represents a point
in time at which a measurement can be taken. b) Normalized virus concentrations
for different drug concentrations at the measurement time of 48 h. The horizontal
dotted line represents the point at which the normalized viral concentration is half
that in the absence of antiviral drug treatment. The intersection of the dotted line
and the curve is taken to correspond to the IC50 for this particular drug-strain pair
(about 0.3 nM for the case illustrated here).
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Figure 3.2: Dependence of IC50 estimates extracted from viral titers on the mea-
surement time. a) The effect of drug concentration on viral titer when the latter is
measured at different times. This illustrates that the IC50 estimates (the zanamivir
concentration at which the curves cross the horizontal dotted line) depends on the
measurement times. The vertical dotted line corresponds to the input value of the
IC50 which is 2.8 nM. b) The effect of measurement time on the estimate obtained
for the IC50. The estimate is neither independent of the measurement time, nor
does it ever match the input/correct value of 2.8 nM at any measurement time.
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take longer for target cells to become infected, compared to the case where no drug

is applied. The dotted line in the graph represents an example of a measurement

time that might be chosen by an experimentalist to measure the fraction of dead

cells in each infection experiment where different drug concentrations were used.

The IC50 is estimated as the drug concentration at which the fraction of dead

cells is half the fraction of dead cells measured in the absence of drug at that

measurement time.

Figure 3.4a shows the fraction of dead cells (normalized to the fraction of dead

cells with no drug applied) as a continuous function of applied drug concentration

and for a variety of measurement times. It is clear that the estimate of the IC50

would not be the same if the samples of fraction of dead cells were to be taken at

different measurement times. In Figure 3.4a, as the measurement time increases,

the plots on the graph shifts toward the left, indicating an increase in the estimate

of IC50. So, at later measurement times, one would get a larger estimate of the

IC50 compared to that at earlier measurement times. As well, this demonstrates

the time-dependence of the estimate of the IC50 on the measurement time.

The graph in Figure 3.4b illustrates how the estimate of the IC50 changes as

a function of the measurement time. Figure 3.4b demonstrates how the estimate

of the IC50 increases, when the fraction of dead cells samples are taken at later

measurement times.
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Figure 3.3: Characterizing the effect of antiviral treatment from the progression of
cell death. The progression of cell death (fraction of dead cells) as a function of time
is illustrated for different drug concentrations. As the applied drug concentration
increases, the graph shifts towards the right indicating a delay in cell death. Note
that, for example, at a measurement time of 60 h (vertical dotted line) the IC50

estimate which corresponds to the drug concentration required to halve the fraction
of dead cells observed in the absence of treatment (half the value at which the black
line crosses the dotted line, so around 0.37) corresponds to about 25%–50% of the
correct/input IC50 (i.e. between the red and green lines).
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3.3 Proposal for using single cycle growth to es-

timate IC50

Single cycle growth experiments are similar to multiple cycle growths experiments

presented previously in this chapter, in that cells are infected with an initial con-

centration of virus, and the resulting virus concentration is measured over time.

In contrast to multiple cycle growth experiments, however, single cycle growth

experiments begin with a much higher concentration of virus, so that it can be

assumed that all cells are initially infected. In other words, single cycle growth

experiments have a high multiplicity of infection (MOI), a large ratio of infectious

agents e.g. viruses to target (uninfected) cells; contrary to multiple cycle growth

experiments where the multiplicity of infection (MOI) are relatively low. After the

entire population of target cells are infected, the original virus inoculum used to

infect the cell culture is removed from the experimental system. The cells infected

with the virus continue into the latently-infected phase, and afterwards, into the

productively-infected phase of the infection. The virus count in the single cy-

cle growth experiments includes only virus produced by the productively-infected

cells. Instead of the exponential growth that takes place in multiple cycle growth

experiments, in single cycle growth experiments virus grows linearly in time. Be-

cause of this unique property, single cycle growth experiments shows promise as a

possible solution to the problems arising from existing methods used in estimating

the IC50 of drug-strain pairs.

A range of measurement times were chosen for the single cycle growth simula-

tion: 3 h, 6 h, 9 h, 12 h, and 15 h, and results are shown in Figure 3.5. Despite the

selection of different measurement times, the normalized viral titers measured at
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each individual measurement time are the same. Which is why, in Figure 3.5, the

viral titer plots for different measurement times are overlapping one another, since

their viral titers are the same. More importantly, the estimate of the IC50 observed

in Figure 3.5 is equal to the theoretical estimate of the IC50 (2.8 nM) input in the

εmax model. In Figure 3.5, the estimate of the IC50 is shown where the horizontal

dotted line and the curve intersects. From Figure 3.5, single cycle growth experi-

ments shows potential in being a valid option in consistently estimating the IC50

for neuraminidase inhibitors since it can minimize the aberrations in the estimate

of the IC50 between various measurement times, and eliminates the disagreement

between the biological estimate of the IC50 and the εmax model’s estimate of the

IC50.

To investigate the robustness of the estimates of the IC50 computed from the

single cycle growth experiments, the same type of measurements were taken but

Gaussian noise was added to the simulated data. Figure 3.6 shows 4 separate mea-

surement times (3, 6, 9, and 12 h ) at which the virus concentration was measured

for the single cycle growth experiment in the presence of simulated experimental

variability. Figure 3.6 was generated using the data presented in Figure 3.5 in

combination with error following a Gaussian distribution. A sigma of 10% was

chosen for the error distribution because this was approximately the error shown

in previous single cycle growth experiments. Figure 3.6 shows that even with error

in the single cycle growth experiment, the estimate of the IC50 can be reliably ob-

tained, and is very similar to the estimate of the IC50 (2.8 nM) placed in the εmax

model. This further establishes that the single cycle growth experiment is a robust

way of estimating the IC50 of a drug-strain pair when evaluating neuraminidase

inhibitors.
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Figure 3.5: Dependence of IC50 estimates extracted from viral titer measurements
in single cycle growth experiments. Multiple curves of normalized viral titers versus
drug concentration are shown here for several measurement times but cannot be
seen as they all overlap, i.e. the normalized viral titers obtained are independent
of the time at which measurements are taken. As a result, the IC50 estimates
extracted from these measurements does not depend on measurement time.
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Figure 3.6: The effect of experimental variability on IC50 estimates from single
cycle growth experiments. A Gaussian noise of 10% was added to the simulated
experiments presented in Figure 3.5 to visually determine the robustness of using
the single cycle growth method for estimating the IC50. Here, (from left to right,
and top to bottom) the virus concentrations are measured at 3, 6, 9, and 12 h
At each of the measurement times shown, the point at which both dotted lines
intersect is where the input value (2.8 nM) of the IC50 should be.
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Chapter 4

Conclusion

Antiviral drugs are very important in an influenza pandemic, since they are the

main resource available for combating a pandemic at its prime. Therefore, proper

characterization of the efficacy of antiviral drugs is crucial in preparing, and im-

plementing procedures during a pandemic. The IC50 (the drug concentration nec-

essary to inhibit half of a particular effect) is a widely-used technique in deciding

the amount of a specific drug that would be most effective against a certain strain

of virus.

There are a number of different in vitro experiments that can be performed in

estimating the IC50 of a particular drug-strain pair. The two different methods

examined in this paper include experiments that use the amount of virus as an

estimate of the IC50 [5], and another that calculates the estimate of the IC50

based on cell death [13]. Although these two experimental systems utilize different

components of a viral infection to extract the estimate of the IC50, each systems’

estimate of the IC50 is highly dependent upon the time at which the viral titer or the

fraction of dead cells are measured. Hence, either method could lead to inconsistent
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estimates of the IC50 because it depends on when experimentalists decide to take

the measurements. Also, this could result in two incomparable estimates of the

IC50 between two separate methods used for measuring the estimate of the IC50.

It is apparent through the simulations of the two separate cases for estimating the

IC50 that these methods are very sensitive to the details of how the experiments

were performed. A notable concern would be that by changing the measurement

time in viral yield experiments, the estimates of the IC50 values can become altered

by a factor of 10. And in cell viability experiments, the measurement time can

influence the estimates of the IC50 by more than a factor of 10. Although it has not

been presented in this paper, it is highly likely that this could develop into incorrect

outcomes when comparing the estimates of the IC50 from various laboratories.

The results presented herein show that the estimate of the IC50 measured in the

two common experiments differ from the IC50 values that were set as an input in the

simulations using the εmax model. This is because experimentalists define the IC50

as the concentration of drug required to halve, for example, the population of virus

or dead cells compared to that seen in the absence of drug. Thus, their estimates of

the IC50 is defined with respect to the drug’s effect on the macroscopic properties

of the infection because these are the quantities that can be directly measured

in experiments. On the other hand, mathematical modellers define the IC50 as

the concentration of drug required to halve, for example, the rate at which virus

is produced by an infected cell or the rate at which cells are infected by virus.

Thus, their estimate of the IC50 is defined with respect to the drug’s effect on

the microscopic properties of the infection because mathematical models describe

infection in terms of these microscopic properties rather than the macroscopic ones

which are instead the outcome of the model.
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Designing an experiment that would eliminate the variance in IC50 estimates

due to measurement time, and that would overcome the difference between the

experimental definition of the IC50 and the mathematical description of the IC50,

is fundamentally the solution to discrepancies in the estimates of IC50 in drug-strain

pairs. We have shown that single cycle growth experiments in which all cells are

infected by a large initial viral inoculum leading to a linear growth of the viral titer

over time are one solution to this problem. In these experiments, the slope of the

viral titer is proportional to the rate at which cells produce virus. Thus, estimating

the IC50 from the reduction in viral titer for different drug concentrations in these

experiments corresponds to extracting the effect of the drug on the microscopic

infection parameter that is the viral production rate. As a result, the theoretical

IC50 value used as an input in the simulated experiment can be recovered reliably

from these experiments. In addition, we have shown that single cycle growth

experiments yield estimates for the IC50 that are robust to changes in the variability

or noise in the measurements. This makes single cycle growth experiments ideal for

extracting the value of the IC50 for antiviral drugs which target viral production or

viral release such as neuraminidase inhibitors. Unfortunately, this method cannot

be used to estimate the IC50 of drugs which target other aspects of viral replication.

In future work, we hope to explore how other experimental methods could be

combined to measure the IC50 of any drug on each aspect of viral replication

individually.
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Appendix A

Solution to the single cycle

growth calculations

The following is the solution for Equation 2.12, where productively-infected cell

death is neglected, as was used in Section 3.3 where the single cycle growth ex-

periment was proposed to estimate IC50. Because this is a simulation for a single

cycle growth experiment, all cells present at the beginning of the experiment are

in the productively-infected phase of infection, I, such that

dI

dt
= − I

τI
dV

dt
= ρI − V

τV

The above equations can then be arranged into a linear non-homogeneous ordinary

differential equation. From here, it is possible to solve for the virus concentration
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at any given measurement time.

dV

dt
+ cV = ρN

where V is the virus concentration, c is the clearance rate of viruses, ρ = (1− ε)p,

p is the viral production rate, and N is the number of productively-infected cell.

The homogeneous solution to the differential equation above is

dVhomo

dt
+ cVhomo = 0⇒ Vhomo = Vhomo(0)e−ct

which is the general equation for solving a linear non-homogeneous ordinary differ-

ential equation. Here, the virus concentration, V , is only dependent on the initial

concentration of virus, V (0), viral clearance, c, and the measurement time, t. ρ

is equal to zero because virus production is neglected in the homogeneous solution.

A particular solution to the differential equation leads to

Vp = AeBt + C ⇒ dVp
dt

= ABeBt

dVp
dt

+ cVp = ABeBt + cAeBt + cC = ρN
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where Vp is the virus concentration for a particular solution. By combining the

above equation with the initial equation, the constants are solved: A = −ρN
c
B =

−c, and C = ρN
c

.

The full solution to the linear non homogeneous ordinary differential equation can

then be written as

V = Vp + Vhomo

V = Ae−ct +
ρN

c
+ Vhomo(0)e−ct

or

V = Ae−ct +
ρN

c

At the beginning of the experiment, there are no virus present, so Vhomo(0) is equal

to 0, so the entire Vhomo(0)e−ct term can be removed. By rearranging the above

equation, A can be substituted back into the previous equation in terms of V (0),

ρ, N , and c.

V (0) = A′ +
ρN

c
⇒ A′ = V (0)− ρN

c

V = V0 −
ρN

c
e−ct +

ρN

c

V (t) = V0e
−ct +

ρN

c
(1− e−ct)
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In the final solution, the constants A, B, and C are solved, and the virus concen-

tration at any measurement time is characterized in terms of V0, c, ρ, and N . The

solution effectively shows how the virus concentration from single cycle growth

experiments grows linearly in time, and how it differs from multiple cycle growth

experiments where virus grows exponentially in time.
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